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Abstract

In this supplementary material, we first elaborate on the difference between the original NASA [5] and our modified NASA.
Next, we present detailed model architectures of PTF-Piecewise and PTF-FC which are introduced in the main paper. Then
we present additional quantitative and qualitative results on the CAPE dataset, as well additional qualitative results on the
BUFF dataset. Lastly, we discuss limitations of our approach.

1. Difference Between the Original NASA [5] and Our Modified NASA
In the original NASA [5] paper, the bone transformations {B′b} are defined as:

B′b = Gb(β,θ) (1)

Gb(β,θ) =
∏

b′∈A(b)

[
Rb′(θ) tb′ − tb̄′

0 1

]
(2)

{tb} = J (β) (3)

The {B′b} are relative to the origin, whereas in our formulation we have:

Bb = Gb(β,θ)Gb(β,0)−1 (4)

Gb(β,θ) =
∏

b′∈A(b)

[
Rb′(θ) tb′ − tb̄′

0 1

]
(5)

{tb} = J (β) (6)

Eq. (4)-(6) are the same as Eq. (2)-(4) in the main paper. The {Bb} are relative to the rest-pose joints.

2. Model Architectures
We provide illustrations for our model architectures in Fig. 1. Note that throughout our implementations, we use 1D

convolutions with kernel size 1 to substitute the fully-connected layers used in typical occupancy networks. This enables
us to use the off-the-shelf implementation of grouped convolutions [7] in PyTorch [8] to represent piecewise occupancy
classifiers {Ōbω} and PTF {T̄ bψ}.

Fig. 1a shows our fully-piecewise model, PTF-Piecewise. The key observation we make here is that, the pre-activation
occupancy logits {σb} ∈ R3×B can be used to compute the softmax probability over parts. To construct inputs to the
occupancy classifier module, we concatenate the local point cloud feature cx to each x̂b,∀b ∈ {1, · · · , B}, thus a piecewise
occupancy function Ōbω of bone b takes the concatenation of cx and x̂b as the input and outputs the occupancy logits σ̂b. We
set B = 24 for PTF-Piecewise.

Fig. 1b shows our PTF-FC model. Here we use a similar structure as in IPNet [2] which predicts part probabilities with a
separate part classifier. The difference between IPNet and our PTF-FC is that we apply PTF to query point x before feeding
it to the occupancy classifier. The first layer (in blue) of the PTF module takes the concatenation of cx and x as the input and
outputs a 128B dimensional feature for later stages. We set B = 14 for PTF-FC.
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Figure 1: Illustration for model architectures. Blue rectangles indicate 1D convolution layers, green rectangles indicate
1D group-convolutions with B groups, e∑

e squares indicate the softmax function, ◦ indicates the Hadamard product with
broadcasting,

∑
squares indicate summation over part dimension, M1 and M2 squares indicate max over the occupancy

dimension and part dimension, respectively. Both PTF-Piecewise and PTF-FC take a query point x and the corresponding
local point feature cx as input, and output a multi-class occupancy probability ô and the rest-pose correspondence x̂.

Method Outer Err. Max Outer Err. Inner Err. Max Inner Err.
IPNet 28.2 mm 562.7 mm 28.3 mm 544.2 mm
IPNet-128 26.4 mm 564.4 mm 26.9 mm 546.5 mm
Stitched Puppet [11] 36.1 mm 454.9 mm NA NA
3D-CODED [6] 23.7 mm 614.8 mm NA NA
PTF-FC 23.1 mm 76.6 mm 23.1 mm 88.9 mm
PTF-FC-128 21.2 mm 83.6 mm 21.4 mm 82.3 mm

Table 1: Additional registration evaluation on the CAPE dataset. IPNet-128 and PTF-FC-128 indicate IPNet model and our
model trained with encoder resolution of 128× 3, where size of the input point cloud remains 5K.

3. Additional Quantitative Results on the CAPE Dataset
In this section we compare our approach to other related baselines, namely 3D-CODED [6] and the Stitched Puppet [11].

Note that to our best knowledge, IPNet is the only published method that addresses automatic model-fitting of both under-
cloth body and clothed body, given unoriented, sparse point-clouds of clothed humans. Both IPNet and ours can produce
controllable parameters and clothed avatars from input point clouds.

3D-CODED [6] only focuses on correspondence prediction. Their method can not produce controllable parameters for
under-cloth or clothed body models. Furthermore, 3D-CODED uses exhaustive initial rotation search and is allowed to
deform the template freely, while we can only optimize for θ, β, t and D, where θ, β are limited to SMPL parameter space,
and D is in the A-pose and regularized to be small.

The Stitched Puppet [11] tackles model-fitting as a pure optimization problem via belief propagation. Since [11] is based
on SCAPE [1] topology, we fit it to FAUST [4] scans with the neutral pose, and then obtain correspondence from SCAPE
vertices to SMPL vertices via barycentric interpolation.

We report the numbers in Tab. 1. For clothing surface registration, 3D-CODED produces slightly inferior results than ours



(a) IPNet surface (b) IPNet SMPL (c) IPNet SMPL+D (d) Ours surface (e) Ours SMPL (f) Ours SMPL+D

Figure 2: One common failure case of IPNet [2] happens when the global orientation deviates significantly from zero. This
often results in catastrophic failures in the subsequent (b) SMPL fit and (c) SMPL+D fit.
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Figure 3: Another type of failure cases of IPNet [2] is caused by poor generalizability. As can be seen in (a), although
IPNet has been trained using random augmentation to global orientation, it still struggles to generalize to the case in which
the person’s two arms are roughly aligned with the z-axis. IPNet misclassifies both arms of the person as the left-arm
(same color), this results in catastrophic failure in the subsequent (b) SMPL fit and (c) SMPL+D fit. In (d) our model
generalizes better and correctly distinguishes the left-arm and the right-arm under this rare pose, resulting in much more
accurate registrations (e+f).

although it is less constrained. The results from the Stitched Puppet are inferior to all others probably due to 1) the sensitivity
of belief propagation to noise and 2) the fact that clothed surfaces vary more than SCAPE can capture. Most importantly,
our approach completely avoids catastrophic failures (> 100 mm error) that happen for the baselines, demonstrating strong
generalization.

4. Additional Qualitative Results on the CAPE Dataset

We show additional qualitative results on the CAPE dataset in Fig. 2 and Fig. 3. We observe that IPNet [2] often fails
when the global orientation deviates too much from zero. As can be seen in Fig. 2, even if the local poses are relatively
simple, IPNet still fails catastrophically; this is most likely due to the fact that, in order to make the optimization stable, the
optimization objective often has regularization terms that penalize poses which deviate too much from the mean-pose. This
choice is statistically meaningful, but without pose initialization, it will also make it impossible for the optimizer to converge
to rare poses that are realistic but deviate too much from the mean-pose.

Another type of failure cases of IPNet is caused by its network’s poor generalizability. Fig. 3 shows that IPNet fails to
correctly distinguish between the left-arm and the right-arm under a rare pose. This is because IPNet learns the occupancy
functions of the two arms in posed space, and thus these occupancy functions need to memorize all possible locations of
arms in posed space. On the other hand, our model learns to canonicalize points before the occupancy classification, thus the
occupancy functions of arms only need to memorize a small region in rest-pose space. This results in better generalizability
and our model correctly distinguishes the left-arm and the left-arm in this case.
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Figure 4: More qualitative results on the BUFF dataset. Note that our SMPLD/SMPL+D fits perform consistently better than
IPNet [2], especially around faces and hands
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Figure 5: Failure cases: we note that implicit surface reconstruction often fails in self-contact or near-self-contact scenarios.
This leads to failures in registration.

5. Additional Qualitative Results on the BUFF Dataset

We present more qualitative results on the BUFF dataset in Fig. 4. Note that the BUFF dataset [10] does not contain
ground-truth pose parameters, thus it is not possible to evaluate quantitatively on registration errors as we did on the CAPE
dataset. These qualitative results are meant to demonstrate generalization performance of our trained model to real scans,
even though the model is only trained on synthetically sampled point clouds from registered dressed people.



6. Limitations
Our approach often fails in self-contact or near-self-contact scenarios. We show typical failure cases in Fig 5. Another

limitation of our approach is that it requires fully-supervised training on accurate surface registration. This kind of data is
very hard to acquire in practice, thus limiting the scalability of our approach. A straightforward improvement would be
integrating the self-supervised loop of [3] into our pipeline, or utilizing the weakly supervised approach of [9] to generate
training data using registered under-cloth SMPL body.
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