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Motivation

Existing 3D Representations

2D GANs achieve impressive image synthesis •  

But we need 3D-awareness to model 3D properties like 
viewpoint changes explicitly

•

Can we learn a 3D-aware generative model from 
unposed 2D images only?

•
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Cubic (!) memory
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HoloGAN

Existing 3D-aware GANs

Idea: Generate full 3D object using a continuous 
representation

Our Representation Experiments
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Disentangling Shape and Appearance 

[Henzler et al. 2019]

[Nguyen-Phuoc et al. 2019]
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Quantitative Results

FID at image resolution 64x64 px
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