
 

Learning Implicit Surface Light Fields

 

   Michael Oechsle1,2,3  Michael Niemeyer1,2   Christian Reiser1,2

Lars Mescheder1,2 Thilo Strauss3    Andreas Geiger1,2

¹MPI for Intelligent Systems   2University of Tübingen   3ETAS GmbH, Stuttgart   

 

michael.oechsle@tue.mpg.de

Motivation

Existing 3D Representations

 

Conditional Implicit Surface Light Field (cSLF) cSLF of Single Objects 

Overview

cSLF from a Single View Generative Model for cSLF

Implicit 3D functions have shown impressive 
results on representing the appearance of objects.
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Implicit representations for modeling the 
interplay of light and surfaces

A novel appearance representation of 3D objects for rendering 
novel views and varying the light color and the light location.
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Our approach: 
     Conditional Implicit Surface Light Field 
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