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Motivation

Our key idea is to incorporate a 3D- and camera-aware
architecture into the generator architecture. 

The Challenge  
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Train from raw, unposed image collections

Model objects in 3D

Train without camera parameter tuning

Disentangle objects and the background

At test time, we can generate new images of scenes
with expicit control over the object and camera.

This architecture allows us to

Object Rotation

Unsupervised Fore- and Background Disentanglement

State-of-the-art GANs achieve impressive
photorealistic image synthesis

At test time, we can sample new latent codes
and get new outputs in the training domain:

For example, when we train on images of
cars, we can generate new images of cars:

But how can we manipulate the scene?

Most state-of-the-art GANs operate in the
two-dimensional image domain

Current 3D-aware models hand-tune
camera parameters and results
degenerate if they are not carefully tuned:

GRAF (without tuned camera prameters) Without Residual Design

Ours (no tuning required)

Estimated Forground Depthh

Shape Code Interpolation

Appearance Code InterpolationWith Residual Design

We use a residual design for the camera generator:


