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To learn Personalized Implicit Neural 
Avatars (PINA) from a sequence of 
monocular RGB-D video

Method
Joint Optimization Reconstruction

Deformation Model

Code and more details: zj-dong.github.io/pina
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Implicit Neural Avatar is modeled as an implicit signed-distance field and a learned skinning field

Learned skinning field maps the canonical points and spatial gradients into deformed space

Loss function includes on-surface loss, off-surface loss and eikonal loss.  

Overviews

• A method to fuse partial RGB-D 
observations into a consistent impicit 
representation of animatable 3D humans

• A global optimization formulation which 
jointly optimizes canonical shape, per-
frame pose parameters and skinning 
weights

We propose:
Challenge:
Only few depth observations 
are available, which are 
noisy and incomplete
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Ablation Study Comparison
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