Driving with Attention
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Problem: geometric fusion lacks global context

Transformers

e Geometric fusion aggregates features from the yellow to the blue region a re g re a t fO r

e However, for safe navigation, it is useful to aggregate features to the red
region which contains the vehicles affected by this traffic light

®
¥ Key idea: attention-based feature fusion SENSor fu Sion
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In self-driving

®
e TransFuser captures the global context of the scene across modalities V e h I C I e S '
e |t uses a simple end-to-end training process based on imitation learning —

Benchmark: CARLA leaderboard

= 10 routes x 2 weathers x 5 repetitions

= 173 Km of driving experiences

Method Driving Score T Route Completion T Infraction Score 1
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Attention visualizations
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