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Fig.1: Our MVSplat outperforms pixelSplat in terms of both appearance and
geometry quality with 10x fewer parameters and more than 2x faster inference speed.

Abstract. We introduce MVSplat, an efficient model that, given sparse
multi-view images as input, predicts clean feed-forward 3D Gaussians. To
accurately localize the Gaussian centers, we build a cost volume represen-
tation via plane sweeping, where the cross-view feature similarities stored
in the cost volume can provide valuable geometry cues to the estimation
of depth. We also learn other Gaussian primitives’ parameters jointly
with the Gaussian centers while only relying on photometric supervi-
sion. We demonstrate the importance of the cost volume representation
in learning feed-forward Gaussians via extensive experimental evalua-
tions. On the large-scale RealEstatel0K and ACID benchmarks, MVS-
plat achieves state-of-the-art performance with the fastest feed-forward
inference speed (22 fps). More impressively, compared to the latest state-
of-the-art method pixelSplat, MVSplat uses 10x fewer parameters and
infers more than 2x faster while providing higher appearance and geom-
etry quality as well as better cross-dataset generalization.
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1 Introduction

We consider the problem of 3D scene reconstruction and novel view synthe-
sis from very sparse (i.e., as few as two) images in just one forward pass of a
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trained model. While remarkable progress has been made using neural scene rep-
resentations, e.g., Scene Representation Networks (SRN) [32], Neural Radiance
Fields (NeRF) [23] and Light Filed Networks (LFN) [31], these methods are still
not satisfactory for practical applications due to expensive per-scene optimiza-
tion [25L|36}/40], high memory cost [3l{17,|41] and slow rendering speed [37.46].

Recently, 3D Gaussian Splatting (3DGS) [18] has emerged as an efficient and
expressive 3D representation thanks to its fast rendering speed and high quality.
Using rasterization-based rendering, 3DGS inherently avoids the expensive vol-
umetric sampling process of NeRF, leading to highly efficient and high-quality
3D reconstruction and novel view synthesis.

Very recently, several feed-forward Gaussian Splatting methods have been
proposed to explore 3D reconstruction from sparse view images, notably Splat-
ter Image [35] and pixelSplat [1]. Splatter Image regresses pixel-aligned Gaus-
sian parameters using a standard image-to-image architecture, which achieves
promising results for single-view object-level 3D reconstruction. However, recon-
structing a 3D scene from a single image is inherently ill-posed and ambiguous,
posing a significant challenge when applied to a more general and larger scene,
which is the key focus of our paper. pixelSplat [1] proposes to regress Gaussian
parameters for the binocular reconstruction problem. Specifically, it predicts
a probabilistic depth distribution for each input view and then samples depths
from that predicted distribution. Even though pixelSplat learns cross-view-aware
features with an epipolar Transformer, it is still challenging to predict a reliable
probabilistic depth distribution solely from image features, making pixelSplat’s
geometry reconstruction of comparably low quality and exhibiting noisy arti-
facts (see Fig. [l|and Fig. |4). For improved geometry reconstruction results, slow
depth finetuning with an additional depth regularization loss is required.

To accurately localize the 3D Gaussian centers, our solution is to build a
cost volume representation via plane sweeping |7,/43,/45] in the 3D space. Specifi-
cally, the cost volume stores cross-view feature similarities for all potential depth
candidates, where the similarities can provide valuable geometry cues to the lo-
calization of 3D surfaces (i.e., high similarity more likely indicates a surface
point). With our cost volume representation, the task is formulated as learn-
ing to perform feature matching to identify the Gaussian centers, unlike the
data-driven 3D regression from image features in previous works [1,/35]. Such a
formulation reduces the task’s learning difficulty, enabling our method to achieve
state-of-the-art performance with lightweight model size and fast speed.

We obtain 3D Gaussian centers by unprojecting the multi-view-consistent
depths estimated by our constructed multi-view cost volumes with a 2D network.
Additionally, we also predict other Gaussian properties (covariance, opacity, and
spherical harmonics coeflicients), in parallel with the depths. This enables the
rendering of novel view images using the predicted 3D Gaussians with the differ-
entiable splatting operation [18]|. Our full model MVSplat is trained end-to-end
purely with the photometric loss between rendered and ground truth images.

On the large-scale RealEstatel0K [51] and ACID [20] benchmarks, MVS-
plat achieves state-of-the-art performance with the fastest feed-forward infer-
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ence speed (22 fps). More impressively, compared to the state-of-the-art pixel-
Splat [1] (see Fig. , MVSplat uses 10x fewer parameters and infers more than
2x faster while providing higher appearance and geometry quality as well as
better cross-dataset generalization. Furthermore, extensive ablation studies and
analysis underscore the significance of our feature matching-based cost volume
design in enabling highly efficient feed-forward 3D Gaussian Splatting models.

2 Related Work

Sparse View Scene Reconstruction and Synthesis. The original NeRF
and 3DGS methods are both designed for very dense views (e.g., 100) as inputs,
which can be tedious to capture for real-world applications. Recently, there have
been growing interests |1},35,/12,/25}34,:36,40,41,48| in scene reconstruction and
synthesis from sparse input views (e.g., 2 or 3). Existing sparse view methods
can be broadly classified into two categories: per-scene optimization and cross-
scene feed-forward inference methods. Per-scene approaches mainly focus on
designing effective regularization terms [8}[11}25]/36,/40,47] to better constrain
the optimization process. However, they are inherently slow at inference time
due to the expensive per-scene gradient back-propagation process. In contrast,
feed-forward models [11/3,/5,/1234}35/411|461/48| learn powerful priors from large-
scale datasets, so that 3D reconstruction and view synthesis can be achieved via
a single feed-forward inference by taking sparse views as inputs, which makes
them significantly faster than those per-scene optimization methods.
Feed-Forward NeRF. Early approaches used NeRF [23| for objects [6L/15}/17]
21,126,137,/46] and scenes |3}[5/6L/10,/41] 3D reconstrution. pixelNeRF [46] pio-
neered the paradigm of predicting pixel-aligned features from images for radi-
ance field reconstruction. The performance of feed-forward NeRF models pro-
gressively improved with the use of feature matching information [3}/5], Trans-
formers [104/24,29] and 3D volume representations [3,/41]. The state-of-the-art
feed-forward NeRF model MuRF [41] is based on a target view frustum vol-
ume and a (24+1)D CNN for radiance field reconstruction, where the 3D volume
and CNN need to be constructed and inferred for every target view. This makes
MuRF expensive to train, with comparably slow rendering. Most importantly, all
existing feed-forward NeRF models suffer from the expensive per-pixel volume
sampling in the rendering process.

Feed-Forward 3DGS. 3D Gaussian Splatting [41|18] avoids NeRF’s expensive
volume sampling via a rasterization-based splatting approach, where novel views
can be rendered very efficiently from a set of 3D Gaussian primitives. Very re-
cently, a growing number of feed-forward 3DGS models [1}2}34}[35}/39,/48 [50]
have been proposed to solve the sparse-view-to-3D task. Among them, Splatter
Image |35] proposes to regress pixel-aligned Gaussian parameters from a single
view with a U-Net model. However, it mainly focuses on object-level reconstruc-
tion, while we target the more general scene-level reconstruction. Although its
follow-up work Flash3D [34] manages to extend to scene-level reconstruction, its
performance on complex scenes is inherently non-satisfactory due to the limited



4 Y. Chen et al.

Multi-View
Transformer
(W/ cross-view
attention)

2D U-Net
(w/ cross-view | ...
attention)

matching /'
(4, %, ¢5)

I Feature Cost Volume 3D Gaussians

= ﬁ
—
e

Novel View

Fig. 2: Overview of MV Splat. Given multiple posed images as input, MVSplat first
extracts multi-view image features with a Transformer. Then, the per-view cost volumes
using plane sweeping are constructed. The Transformer features and cost volumes are
concatenated together as input to a 2D U-Net (with cross-view attention) for cost
volume refinement and predicting per-view depth maps. The per-view depth maps are
unprojected to 3D and combined using a simple deterministic union operation as the 3D
Gaussian centers. The opacity, covariance and color Gaussian parameters are predicted
jointly with the depth maps. Finally, novel views are rendered from the predicted 3D
Gaussians with the rasterization operation.

information a single image can provide. In contrast, MVSplat is designed to effec-
tively aggregate information from multi-view input. More similar to our setting,
pixelSplat proposes to regress Gaussian parameters from two input views.
It demonstrates the importance of cross-view-aware features, learned from the
epipolar Transformer. It then directly uses these features to predict probabilistic
depth distributions for sampling depths. However, the mapping from features to
depth distributions is inherently ambiguous and unreliable, essentially leading
to poor geometry reconstruction. In contrast, we learn to predict depth from the
feature matching information encoded within a cost volume, which makes it more
geometry-aware and leads to a more lightweight model (10x fewer parameters
and more than 2x faster) and significantly better geometries. Another related
work GPS-Gaussian |50| proposes a feed-forward Gaussian model for the recon-
struction of humans, instead of general scenes. It relies on two rectified stereo
images to estimate the disparity, while our method works for general unrectified
multi-view posed images. During training, GPS-Gaussian requires ground truth
depth for supervision, while our model is trained from RGB images alone.

Multi-View Stereo. Multi-View Stereo (MVS) is a classic technique for recon-
structing 3D scene structures from 2D images. Despite the conceptual similarity
with the well-established MVS reconstruction pipeline , our approach
possesses unique advantages. Unlike typical MVS methods involving separate
depth estimation and point cloud fusion stages, we exploit the unique properties
of the 3DGS representation to infer 3D structure in a single step, simply consid-
ering the union of the unprojected per-view depth predictions as the global 3D
representation. Besides, existing MVS networks @, are mostly trained with
ground truth depth as supervision. In contrast, our model is fully differentiable
and does not require ground truth geometry supervision for training, making it
more scalable and suitable for in-the-wild scenarios.
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3 Method

We begin with K sparse-view images Z = {I'}K  (I' € RE>*W>3) and their
corresponding camera projection matrices P = {P*}X | P’ = K/[R!|t!], calcu-
lated via intrinsic K?, rotation R’ and translation t’ matrices. Our goal is to
learn a mapping fg from images to 3D Gaussian parameters:
fo : {T', POYEL = {(my, 0, 35, ¢) VK, (1)
where we parameterize fg as a feed-forward network and 6 are the learnable pa-
rameters optimized from a large-scale training dataset. We predict the Gaussian
parameters, including position p;, opacity «;, covariance X; and color ¢; (rep-
resented as spherical harmonics) in a pixel-aligned manner, and thus the total
number of 3D Gaussians is H x W x K for K input images with shape H x W.
To enable high-quality rendering and reconstruction, it is crucial to predict
the position p; precisely since it defines the center of the 3D Gaussian [18].
In this paper, we present MVSplat, a Gaussian-based feed-forward model for
novel view synthesis. Unlike pixelSplat |1] that predicts probabilistic depth, we
develop an efficient and high-performance multi-view depth estimation model
that enables unprojecting predicted depth maps as the Gaussian centers, in
parallel with another branch for prediction of other Gaussian parameters (a;,
X, and ¢;). Our full model, illustrated in Fig.[2] is trained end-to-end using only
a simple rendering loss for supervision. Next, we discuss the key components.

3.1 Multi-View Depth Estimation

Our depth model is purely based on 2D convolutions and attentions, without
any 3D convolutions used in many previous MVS [9,|13,45] and feed-forward
NeRF [3/41] models. This makes our model highly efficient. Our depth model
includes multi-view feature extraction, cost volume construction, cost volume
refinement, depth estimation, and depth refinement, as introduced next.
Multi-view feature extraction. To construct the cost volumes, we first ex-
tract multi-view image features with a CNN and Transformer architecture [42]
43]. Specifically, a shallow ResNet-like CNN is first used to extract 4x downsam-
pled per-view image features. Then, we use a multi-view Transformer with self-
and cross-attention layers to exchange information between different views. For
better efficiency, we use Swin Transformer’s local window attention [22] in our
Transformer architecture. When more than two views are available, we perform
cross-attention for each view with respect to all the other views, which has ex-
actly the same learnable parameters as the 2-view scenario. After this operation,
we obtain cross-view aware Transformer features {F'}X  (F! € R x4 xC),
where C' denotes the channel dimension.

Cost volume construction. The key component of our model is the cost vol-
ume, which models cross-view feature matching information with respect to dif-
ferent depth candidates via the plane-sweep stereo approach [7}/43/45]. Note that
we construct K cost volumes for K input views to predict K depth maps. Here,
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we take view i’s cost volume construction as an example. Given the near and
far depth ranges, we first uniformly sample D depth candidates {d,}2_; in
the inverse depth domain and then warp view j’s feature F7 to view ¢ with the
camera projection matrices P?, PJ and each depth candidate d,,, to obtain D
warped features

F) 7' =W(FI, P, Pl d,) e RT*T*C m=12... D, (2)

where W denotes the warping operation [43]. We then compute the dot prod-
uct [43,144| between F* and F; " to obtain the correlation

Ci Fi. Fj_ﬂ REXY 192 D (3)
] :7’”6 4, m=12.--, .
i vC

When there are more than two views as inputs, we similarly warp another view’s
feature to view ¢ as in Eq. and compute their correlations via Eq. . Finally,
all the correlations are pixel-wise averaged, enabling the model to accept an

arbitrary number of views as inputs.
Collecting all the correlations we obtain view 4’s cost volume

lz

ci=[Ci,Ci, - ,Ci | eRT*TxD (4)

Overall, we obtain K cost volumes {C*}X | for K input views.

Cost volume refinement. As the cost volume in Eq. can be ambiguous for
texture-less regions, we propose to further refine it with an additional lightweight
2D U-Net [27,128]. The U-Net takes the concatenation of Transformer features
F' and cost volume C? as inputs, and outputs a residual AC* € R %5 %D that
is added to the initial cost volume C*. We obtain the refined cost volume as

C'=C'+ AC! e RT*TXD, (5)

To exchange information between cost volumes of different views, we inject three
cross-view attention layers at the lowest resolution of the U-Net architecture.
This design ensures that the model can accept an arbitrary number of views
as input since it computes the cross-attention for each view with respect to all
the other views, where such an operation does not depend on the number of
views. The low-resolution cost volume C' is finally upsampled to full resolution
Ci € REXWXD with a CNN-based upsampler.

Depth estimation. We use the softmax operation to obtain per-view depth
predictions. Specifically, we first normalize the refined cost volume C? in the
depth dimension and then perform a weighted average of all depth candidates
G = [dl,dg,-'- ,dD] e RP:

Vi = softmax(C)G € RF*W. (6)

Depth refinement. To further improve the performance, we introduce an addi-
tional depth refinement step to enhance the quality of the predicted depth. The
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refinement is performed with a very lightweight 2D U-Net, which takes multi-
view images, features, and current depth predictions as input, and outputs per-
view residual depths. The residual depths are then added to the current depth
predictions as the final depth outputs. Similar to the U-Net used in the above
cost volume refinement, we also introduce cross-view attention layers in the low-
est resolution to exchange information across views. More implementation details
are presented in the supplementary material Appendix C.

3.2 Gaussian Parameters Prediction

Gaussian centers p. After obtaining the multi-view depth predictions, we
directly unproject them to 3D point clouds using the camera parameters. We
transform the per-view point cloud into an aligned world coordinate system and
directly combine them as the centers of the 3D Gaussians.

Opacity . From the matching distribution obtained via the softmax(C?) op-
eration in Eq. @, we can also obtain the matching confidence as the maximum
value of the softmax output. Such matching confidence shares a similar physi-
cal meaning with the opacity (points with higher matching confidence are more
likely to be on the surface), and thus we use two convolution layers to predict
the opacity from the matching confidence input.

Covariance X' and color c. We predict these parameters using two convolution
layers that take as inputs the concatenated image features, refined cost volume,
and original multi-view images. Similar to other 3DGS approaches [1,/18], the
covariance matrix X' = R(0)T diag(s)R(0) is composed of a scaling matrix s and
a rotation matrix R(f) represented via quaternions, and the color ¢ is calculated
from the predicted spherical harmonic coefficients.

3.3 Training Loss

Our model predicts a set of 3D Gaussian parameters {(u;, o, X, c;) f:XlWXK,

which are then used for rendering images at novel viewpoints. Our full model
is trained with ground truth target RGB images as supervision. The training
loss is calculated as a linear combination of /5 and LPIPS [49] losses, with loss
weights of 1 and 0.05, respectively.

4 Experiments

4.1 Settings

Datasets. We assess our model on the large-scale RealEstate10K [51] and
ACID |20] datasets. RealEstatel0K contains real estate videos downloaded from
YouTube, which are split into 67,477 training scenes and 7,289 testing scenes,
while ACID contains nature scenes captured by aerial drones, which are split
into 11,075 training scenes and 1,972 testing scenes. Both datasets provide esti-
mated camera intrinsic and extrinsic parameters for each frame. Following pix-
elSpalt |1], we evaluate all methods on three target novel viewpoints for each test
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Time Param RealEstatel0K [51] ACID |20]
(s) (M)  PSNRf SSIM{ LPIPS| PSNRf SSIM{ LPIPS)

pixelNeRF [46] 5.299  28.2 20.43 0.589  0.550 20.97 0.547 0.533
GPNR |33] 13.340 9.6 24.11  0.793  0.255 25.28 0.764 0.332
AttnRend [10] 1.325 125.1 24.78 0.820 0.213 26.88 0.799 0.218
MuRF [41] 0.186 5.3 26.10 0.858 0.143 28.09 0.841 0.155

pixelSplat [1]  0.104 1254 25.89 0.858 0.142 28.14 0.839 0.150
MYVSplat 0.044 120 26.39 0.869 0.128 28.25 0.843 0.144

Method

Table 1: Comparisons with the state of the art. Running time includes both
encoder and render, note that 3DGS-based methods (pixelSplat and MVSplat) render
dramatically faster (~ 500FPS for the render). Performances are averaged over thou-
sands of test scenes in each dataset. For each scene, the model takes two views as input
and renders three novel views for evaluation. MVSplat performs the best in terms of
all visual metrics and runs the fastest with a lightweight model size.

scene. Furthermore, to further assess the cross-dataset generalization ability, we
also directly evaluate all models on the multi-view DTU [16] dataset, which con-
tains object-centric scenes with camera poses. On the DTU dataset, we report
results on 16 validation scenes, with 4 novel views for each scene.

Metrics. For quantitative results, we report the standard image quality metrics,
including pixel-level PSNR, patch-level SSIM [38], and feature-level LPIPS [49].
The inference time and model parameters are also reported to enable thorough
comparisons of speed and accuracy trade-offs. For a fair comparison, all experi-
ments are conducted on 256 x 256 resolutions following existing models |1L[35].

Implementation details. MVSplat is implemented with PyTorch, along with
an off-the-shelf 3DGS render implemented in CUDA. Our multi-view Trans-
former contains 6 stacked self- and cross-attention layers. We sample 128 depth
candidates when constructing the cost volumes in all the experiments. All mod-
els are trained on a single A100 GPU for 300,000 iterations with the Adam [19]
optimizer. More details are provided in the supplementary material Appendix C.
Code and models are available at https://github.com/donydchen/mvsplat.

4.2 Main Results

Baselines. We compare MVSplat with several representative feed-forward meth-
ods that focus on scene-level novel view synthesis from sparse views, including i)
Light Field Network-based GPNR [33] and AttnRend [10], ii) NeRF-based pix-
elNeRF [46] and MuRF [41], iii) the latest state-of-the-art 3DGS-based model
pixelSplat [1]. We conduct thorough comparisons with the latter, being the most
closely related to our method.

Assessing image quality. We report results on the RealEstatel0K [51] and
ACID |20] benchmarks in Tab. |1 MVSplat surpasses all previous state-of-the-
art models in terms of all metrics on visual quality, with more obvious improve-
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Fig. 3: Comparisons with the state of the art. The first three rows are from
RealEstatel0K (indoor scenes), while the last one is from ACID (outdoor scenes).
Models are trained with a collection of training scenes from each indicated dataset, and
tested on novel scenes from the same dataset. MVSplat surpasses all other competitive
models in rendering challenging regions due to the effectiveness of our cost volume-
based geometry representation.

ments in the LPTPS metric, which is better aligned with human perception. This
includes pixelNeRF , GPNR , AttnRend and pixelSplat , with re-
sults taken directly from the pixelSplat |1| paper, and the recent state-of-the-art
NeRF-based method MuRF [41], for which we re-train and evaluate its perfor-
mance using the officially released code.

The qualitative comparisons of the top three best models are visualized
in Fig. 3] MVSplat achieves the highest quality on novel view results even un-
der challenging conditions, such as these regions with repeated patterns (“win-
dow frames” in 1st row), or these present in only one of the input views (“stair
handrail” and “lampshade” in 2nd and 3rd rows), or when depicting large-scale
outdoor objects captured from distant viewpoints (“bridge” in 4th row). The
baseline methods exhibit obvious artifacts for these regions, while MVSplat
shows no such artifacts due to our cost volume-based geometry representation.
More evidence and detailed analysis regarding how MVSplat effectively infers
the geometry structures are presented in Sec. [£.3]
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Fig. 4: Comparisons of 3D Gaussians (top) and depth maps (bottom). We
compare the reconstructed geometry quality by visualizing zoom-out views of 3D Gaus-
sians predicted by pixelSplat and our MVSplat, along with the predicted depth maps
of two reference views. Extra fine-tuning is not performed on either model. Unlike
pixelSplat that contains obvious floating artifacts, our MV Splat produces much higher
quality 3D Gaussians and smoother depth, demonstrating the effectiveness of our cost
volume-based 3D representation.

Assessing model efficiency. As reported in Tab. [1} apart from attaining su-
perior image quality, MVSplat also shows the fastest inference time among all
the compared models, accompanied by a lightweight model size, demonstrat-
ing its efficiency and practical utility. It is noteworthy that the reported time
encompasses both image encoding and rendering stages. For an in-depth time
comparison with pixelSplat 7 our encoder runs at 0.043s, which is more than
2x faster than pixelSplat (0.102s). Besides, pixelSplat predicts 3 Gaussians per-
pixel, while our MV Splat predicts 1 single Gaussian, which also contributes to
our faster rendering speed (0.0015s vs. 0.0025s) due to the threefold reduction
in the number of Gaussians. More importantly, equipped with the cost volume-
based encoder, our MVSplat enables fast feed-forward inference of 3D Gaussians
with a much light-weight design, resulting in 10x fewer parameters and more
than 2x faster speed compared to pixelSplat [1].

Assessing geometry reconstruction. MVSplat also produces significantly
higher-quality 3D Gaussian primitives compared to the latest state-of-the-art
pixelSplat , as demonstrated in Fig. Ié—_ll pixelSplat requires an extra 50,000
steps to fine-tune the Gaussians with an additional depth regularization to
achieve reasonable geometry reconstruction results. Our MVSplat instead gen-
erates high-quality geometries by training solely with photometric supervision.
Fig. d] demonstrates the feed-forward geometry reconstruction results of MVS-
plat, without any extra fine-tuning. Notably, although pixelSplat showcases rea-
sonably rendered 2D images, its underlying 3D structure contains a large amount
of floating Gaussians. In contrast, our MV Splat reconstructs much higher-quality
3D Gaussians, demonstrating the effectiveness of our cost volume representation
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Cross-Dataset Generalization: RE10K - ACID Cross-Dataset Generalization: RE10K - DTU

Input pixelSplat MVSplat Ground Truth ~ Input pixelSplat MVSplat Ground Truth

Fig.5: Cross-dataset generalization. Models trained on the source dataset
RealEstatel0K (indoor scenes) are used to conduct zero-shot test on scenes from target
datasets ACID (outdoor scenes) and DTU (object-centric scenes), without any fine-
tuning. pixelSplat tends to render blurry images with obvious artifacts since feature
distributions in the target datasets differ from the one in the source, while our MV Splat
renders competitive outputs thanks to the feature-invariant cost volume based design.

ACID -20 DTU .16
Training data Method ‘. .

PSNR1 SSIMfT LPIPS| PSNRfT SSIM?T LPIPS|

pixelSplat [I] 27.64 0.830 0.160 1280 0.382 0.560
RealEstatel0K [51] * \ySplat 28.15 0.841 0.147 13.94 0.473 0.385

Table 2: Cross-dataset generalization. Models trained on RE10K (indoor scenes)
are directly used to test on scenes from ACID (outdoor scenes) and DTU (object-
centric scenes), without any further fine-tuning. Our MVSplat generalizes better than
pixelSplat, where the improvement is more significant when the gap between source
and target datasets is larger (RE10K to DTU). It is also worth noting that our zero-
shot generalization results on ACID even slightly surpass pixelSplat’s ACID trained
model (PSNR: 28.14, SSIM: 0.843, LPIPS: 0.144) reported in Tab.

in obtaining high-quality geometry structures. To facilitate a clearer understand-
ing of the difference between the two methods, we invite the reader to view the
corresponding “.ply” files of the exported 3D Gaussians on our project page.

Assessing cross-dataset generalization. MVSplat is inherently superior in
generalizing to out-of-distribution novel scenes, primarily due to the fact that
the cost volume captures the relative similarity between features, which re-
mains invariant compared to the absolute scale of features. To demonstrate
this advantage, we conduct two cross-dataset evaluations. Specifically, we choose
models trained solely on the RealEstatel0K (indoor scenes), and directly test
them on ACID (outdoor scenes) and DTU (object-centric scenes). As evident
in Fig. [5] MVSplat renders competitive novel views, despite scenes of the tar-
geted datasets containing significantly different camera distributions and image
appearance from those of the source dataset. In contrast, views rendered by pix-
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Setup PSNRt SSIMtT LPIPS|
base + refine 26.39 0.869 0.128
base 26.12  0.864 0.133
w/o cost volume 22.83 0.753 0.197
w/o cross-view attention 25.19  0.852 0.152
w/o U-Net 25.45  0.847 0.150

Table 3: Ablations on RealEstatelOK. The “base + refine” is our final model,
where “refine” refers to the “depth refinement” detailed in Sec. [3:1} All other ablations
are conducted on the “base” model w/o depth refinement. The cost volume module
plays an indispensable role in MVSplat. Results of all models are obtained from the final
converged step (300K in our experiments), except the one “w/o cross-view attention”,
which suffers from over-fitting (details are shown in the supplementary material Fig. A),
hence we report its best performance.

elSplat degrade dramatically; the main reason is likely that pixelSplat relies on
purely feature aggregations that are tied to the absolute scale of feature values,
hindering its performance when it receives different image features from other
datasets. Quantitative results reported in Tab. [2] further uphold this observa-
tion. Note that the MVSplat significantly outperforms pixelSplat in terms of
LPIPS, and the gain is larger when the domain gap between source and tar-
get datasets becomes larger. More surprisingly, our cross-dataset generalization
results on ACID even slightly surpass the pixelSplat model that is specifically
trained on ACID (see Tab. [T). We attribute such results to the larger scale of
the RealEstatel0K training set (~ 7x larger than ACID) and our superior gen-
eralization ability. This also suggests the potential of our method for training on
more diverse and larger-scale datasets in the future.

Assessing more-view quality. MVSplat is designed to be agnostic to the num-
ber of input views, so that it can benefit from more input views if they are avail-
able in the testing phase, regardless of how many input views are used in training.
We verify this by testing on DTU with 3 context views, using the model trained
on the 2-view RealEstatel0K dataset. Our results are PSNR: 14.30, SSIM: 0.508,
LPIPS: 0.371, and pixelSplat’s are PSNR: 12.52, SSIM: 0.367, LPIPS: 0.585.
Compared to the 2-view results (Tab. , MVSplat achieves better performance
with more input views. However, pixelSplat performs slightly worse when using
more views, even though we have made our best effort to extend its released
2-views-only model to support more-view testing. This suggests that the feature
distribution of more views might be different from the two views used to train
pixelSplat. This discrepancy is attributed to the reliance of pixelSplat on pure
feature aggregation, which lacks robustness to changes in feature distribution.
This limitation is analogous to the reason why pixelSplat performs inferior in
cross-dataset generalization tests discussed earlier.
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Ground Truth w/o cost volume w/o cross-attn w/o U-Net base base + refine

Input Views

e
* r

Fig. 6: Ablations on RealEstatel0K. Colored error maps obtained by calculating
the differences between the rendered images and the ground truth are attached for
better comparison. All models are based on the “base” model, w/o depth refinement
module. “w/o cross-attn” is short for “w/o cross-view attention”. Compared to “base”,
“base+refine” slightly reduces errors, “w/o cost volume” leads to the largest drop, “w/o
U-Net” harms contents on the right that only exist in one input view, while “w/o cross-
attn” increases the overall error intensity.

4.3 Ablations

We conduct thorough ablations on RealEstatelOK to analyze MVSplat. Results
are shown in Tab. [3] and Fig. [6] and we discuss them in detail next. Our full
model without “depth refinement” (Sec. is regarded as the “base”.

Importance of cost volume. The cost volume serves as a cornerstone to the
success of MVSplat, which plays the most important role in our encoder to pro-
vide better geometry quality. To measure our cost volume scheme’s importance,
we compare MVSplat to its variant (w/o cost volume) in Tab.|3| When removing
it from the “base” model, the quantitative results drop significantly: it decreases
the PSNR by more than 3dB, and increases LPIPS by 0.064 (nearly 50% relative
degradation). This deterioration is more obviously evident in the rendered visual
result in Fig. [f] The variant “w/o cost volume” exhibits a direct overlay of the
two input views, indicating that the 3D Gaussian parameters extracted from the
two input views fail to align within the same 3D space.

Ablations on cross-view attention. The cross-view matching is significant in
learning multi-view geometry. The feature extraction backbone in our MVSplat
is assembled with cross-view attention to enhance the feature expressiveness by
fusing information between input views. We investigate it by removing the cross-
view attention in our transformer. The quantitative results in Tab.|3| (“w /o cross-
attn”) show a performance drop of 1dB PSNR, and the visual results in Fig. |§|
(“w/o cross-attn”) showcase higher error intensity. This highlights the necessity
for information flow between views. Besides, we also observe that this variant
“w /o cross-attn” suffers from over-fitting (details are shown in the supplementary
material Fig. A), further confirming that this component is critical for model
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robustness. Due to the over-fitting issue, we report this variant specifically with
its best performance instead of the final over-fitted one.

Ablations on the cost volume refinement U-Net. The initial cost volume
might be less effective in challenging regions, thus we propose to use a U-Net for
refinement. To investigate its importance, we performed a study (“w/o U-Net”)
that removes the U-Net architecture. Fig. [f] reveals that, for the middle regions,
the variant “w/o U-Net” render as well as the “base” model, where content is
present in both input views; but its left and right parts show obvious degraded
quality in this variant compared with the “base” model, for which content is only
present in one of the inputs. This is because our cost volume cannot find any
matches in these regions, leading to poorer geometry cues. In such a scenario, the
U-Net refinement is important for mapping high-frequency details from input
views to the Gaussian representation, resulting in an overall improvement of
~ 0.7 dB PSNR as reported in Tab.

Ablations on depth refinement. Additional depth refinement helps improve
the depth quality, essentially leading to better visual quality. As in Tab. [3] “base
+ refine” achieves the best outcome, hence it is used as our final model.

More ablations. We further demonstrate in the supplementary material Ap-
pendix A that our cost volume based design can also greatly enhance pixel-
Splat |1]. Swin Transformer is more suitable for our MVSplat than Epipolar
Transformer [14]. Our MV Splat can benefit from predicting more Gaussian prim-
itives. And our MVSplat is superior to existing methods even when training from
completely random initialization for the entire model.

5 Conclusion

We present MVSplat, an efficient feed-forward 3D Gaussian Splatting model
that is trained using sparse multi-view images. The key to our success is that
we construct a cost volume to exploit multi-view correspondence information for
better geometry learning, which differs from existing approaches that resort to
data-driven design. With a well-customized encoder tailored for 3D Gaussians
primitives prediction, our MVSplat sets new state-of-the-art in two large-scale
scene-level reconstruction benchmarks. Compared to the latest state-of-the-art
method pixelSplat, our MVSplat uses 10x fewer parameters and infers more
than 2x faster while providing higher appearance and geometry quality as well
as better cross-dataset generalization.

Limitations and Discussions. Our model might produce unreliable results for
reflective surfaces like glasses and windows, which are currently open challenges
for existing methods (detailed in the supplementary material Appendix A). Be-
sides, our model is currently trained on the RealEstatel0OK dataset, where its
diversity is not sufficient enough to generalize robustly to in-the-wild real-world
scenarios despite its large scale. It would be an interesting direction to explore
our model’s scalability to larger and more diverse training datasets (e.g., by
mixing several existing scene-level datasets) in the future.
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