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Abstract

We propose a network flow based optimization method
for data association needed for multiple object tracking.
The maximum-a-posteriori (MAP) data association prob-
lem is mapped into a cost-flow network with a non-overlap
constraint on trajectories. The optimal data association is
found by a min-cost flow algorithm in the network. The
network is augmented to include an Explicit Occlusion
Model(EOM) to track with long-term inter-object occlu-
sions. A solution to the EOM-based network is found by
an iterative approach built upon the original algorithm.
Initialization and termination of trajectories and potential
false observations are modeled by the formulation intrinsi-
cally. The method is efficient and does not require hypothe-
ses pruning. Performance is compared with previous results
on two public pedestrian datasets to show its improvement.

1. Introduction

Robust detection and tracking of objects are important

for many computer vision tasks. We consider an approach

where object detection results are given in each frame as

input and the task is to associate the detections to find object

trajectories. Not all objects can be expected to be detected

in each frame, false detections may be present and some

objects may be occluded by others; these factors make data

association a difficult task.

Some methods, e.g. [1, 2], attempt to resolve ambigu-

ities in each frame. Others, e.g. [3, 4, 5, 6, 7, 8, 9, 10]

use more global information. However, the search space of

those alternatives grows exponentially with the number of

frames which requires severely limiting the search window

and pruning of hypotheses. They also typically assume that

all detections are correct which is not always accurate.

We propose an efficient global data association approach

that can find optimal solutions for much longer sequences

(windows) than has been possible from earlier approaches.
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Figure 1. Detection input and tracking result: our method can re-

move false alarms, recover trajectories and infer events such as

missed detections and occlusions.

In our approach, data association is defined as a MAP es-

timation problem given a set of object detection results as

input observations. Non-overlapping trajectory hypotheses

are modeled as disjoint flow paths in a cost-flow network;

observation likelihood and transition probabilities are mod-

eled as flow costs. Global optimal trajectory association

is found by a min-cost flow algorithm. To track through

long-term occlusions, an Explicit Occlusion Model (EOM)

is constructed, by adding occlusion nodes and constraints to

the network (we only consider inter-object occlusions). A

minimal cost flow in the EOM-based network is solved by

an iterative approach built upon the original min-cost flow

algorithm. Trajectory initialization, termination and infer-

ence of object occlusions are inherent in the method, and

hence can be inferred from the solution. An example of in-

ference of occlusions and missed detections from the track-

ing result is shown in Figure 1.

The rest of the paper is organized as follows. Related

work is discussed in Section 2. The MAP formulation and

the global optimal solution are described in Section 3. The

Explicit Occlusion Model and an iterative solution for it are

introduced in Section 4. Implementation details are given

in Section 5. Experimental results are shown in Section 6.

Conclusions are given in Section 7.
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2. Related work
To track multiple objects, one approach is to make data

association decisions frame-by-frame (or in a small time

window) as in [1, 2]. While such methods have shown very

good performance, considering more frames before making

association decisions should generally help better overcome

ambiguities caused by longer-term occlusions and false or

missed detections.

Many global approaches that use more information have

been explored to overcome errors of detections. One strat-

egy is to optimize one trajectory at a time through the en-

tire sequence; this has been used in Dynamic Programming

based methods, such as [5, 6]. Greedy strategies are then

used to combine the trajectories and handle potential con-

flicts. It is difficult for these methods to model occlusions

because trajectories are optimized separately. Another ap-

proach is to optimize multiple trajectories simultaneously;

multi-Hypothesis Tracking (MHT) [3] and Joint Probabilis-

tic Data Association Filters (JPDAF)[4] are two representa-

tive examples. Also in [10], detection and estimation of tra-

jectory hypotheses are coupled by Quadratic Boolean Pro-

gramming. As the hypotheses search space is combinato-

rial, such methods can only optimize over a limited time

window, and hypotheses must still be pruned. Sampling

methods such as MCMC[9] have also been employed to find

approximate solutions. Occlusions are usually modeled as

merging and splitting of trajectories in these methods.

Tracklet Stitching [8] and Linear Programming (LP)

based tracking [7] are two other approaches seeking to op-

timize all trajectories simultaneously over the entire se-

quence. [8] first generates tracklets, which are fragments

of tracks formed by conservative grouping of detection re-

sponses. The tracklets are then connected by Hungarian

partitioning algorithm. This method assumes all tracklets

to correspond to true object trajectories and hence is hard

to extend to raw detections in each frame where many false

alarms are likely to be present. [7] builds a set of subgraphs

for every object trajectory with edges between them repre-

senting the object interactions. A multi-path search problem

on the subgraphs is then solved approximately by linear pro-

gramming and rounding. It assumes inter-object positions

to be relatively stable, and the number of target to be fixed.

3. Our approach
We define data association as a MAP problem. The prob-

lem is then mapped into a cost-flow network, and solved

with a min-cost flow algorithm. The mapping is based

on the observation that there is an analogy between find-

ing non-overlapping object trajectories and finding edge-

disjoint paths in a graph; the latter can be solved efficiently

by network flow algorithms. We first present the formula-

tion, and then provide the min-cost flow solution.

3.1. MAP under non-overlap constraints

Let X = {xi} be a set of object observations, each of

which is a detection response, xi = (xi, si, ai, ti), where

xi is the position, si is the scale, ai is the appearance and

ti is the time step (frame index) of the object. A single

trajectory hypothesis is defined as an ordered list of object

observations, i.e. Tk = {xk1 ,xk2 , . . . ,xklk
} where xki ∈

X . An association hypothesis T is defined as a set of single

trajectory hypotheses, i.e. T = {Tk}.

The objective of data association is to maximize the pos-

teriori probability of T given the observation set X :

T ∗ = argmax
T

P (T |X )

= argmax
T

P (X|T )P (T )

= argmax
T

∏
i

P (xi|T )P (T ) (1)

assuming that the likelihood probabilities are conditionally

independent given the hypothesis T .

It is difficult to optimize Eqn.1 directly, because the

space of T is huge. However, we can reduce the size of

the search space by using the observation that one object

can only belong to one trajectory. This translates into the

constraint that Tk ∈ T can not overlap with each other, i.e.

Tk ∩ Tl = ∅,∀k �= l

If we further assume that motion of each object is indepen-

dent, we can decompose Eqn.1 as:

T ∗ = argmax
T

∏
i

P (xi|T )
∏

Tk∈T
P (Tk) (2)

s.t. Tk ∩ Tl = ∅,∀k �= l (3)

The terms in Eqn. (2) are defined as follows:

P (xi|T ) =
{

1 − βi ∃Tk ∈ T ,xi ∈ Tk

βi otherwise
(4)

P (Tk) = P ({xk0 ,xk1 , . . . ,xklk
})

= Pentr(xk0)Plink(xk1 |xk0)Plink(xk2 |xk1)
. . . Plink(xklk

|xklk−1)Pexit(xklk
) (5)

P (xi|T ) is the likelihood function of observation xi; a

Bernoulli distribution is used to model the cases of an obser-

vation being a true detection as well as being a false alarm

(βi is the probability for xi being a false alarm). P (Tk) is

modeled as a Markov chain, which includes initialization

probability Pentr, termination probability Pexit, and tran-

sition probabilities Plink(xki+1 |xki). The precise form of

these functions and their estimation from training data are

described later in Section 5.



Note that the likelihood function P (xi|T ) can model not

only the observations that are associated in T , i.e. true de-

tections, but also those that are not associated, i.e. false

alarms. This allows the method to select observations,

rather than assume all the inputs to be true detections, with-

out additional processing to remove false trajectories after

association.

3.2. Min-cost flow solution

To couple the non-overlap constraints with the objective

function, the following 0-1 indicator variables are defined

as

fen,i =
{

1 ∃Tk ∈ T , Tk starts from xi

0 otherwise
(6)

fex,i =
{

1 ∃Tk ∈ T , Tk ends at xi

0 otherwise
(7)

fi,j =
{

1 ∃Tk ∈ T , xj is right after xi in Tk

0 otherwise
(8)

fi =
{

1 ∃Tk ∈ T ,xi ∈ Tk

0 otherwise
(9)

It’s easy to see that these variables are determined for a

given association hypothesis T , and vice versa. T is non-

overlap if and only if

fen,i +
∑

j

fj,i = fi = fex,i +
∑

j

fi,j , ∀i (10)

Next, we incorporate indicators in logarithm of the ob-

jective function,

T = argmin
T

∑
Tk∈T

− log P (Tk) +
∑

i

− log P (xi|T )

= argmin
T

∑
Tk∈T

(Cen,k0fen,k0

+
∑

j

Ckj ,kj+1fkj ,kj+1 + Cex,klk
fex,klk

)

+
∑

i

(− log(1 − βi)fi − log βi(1 − fi))

= argmin
T

∑
i

Cen,ifen,i +
∑
i,j

Ci,jfi,j

+
∑

i

Cex,ifex,i +
∑

i

Cifi (11)

subject to Eqn.10, where

Cen,i = − log Pentr(xi) Cex,i = − log Pexit(xi)

Ci,j = − log Plink(xj |xi) Ci = log
βi

1 − βi

This formulation can be mapped into a cost-flow network

G(X ) with source s and sink t. Given an observation set
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Figure 2. A example of the cost-flow network with 3 timesteps and

9 observations

X : for every observation xi ∈ X , create two nodes ui, vi,

create an arc (ui, vi) with cost c(ui, vi) = Ci and flow

f(ui, vi) = fi, an arc (s, ui) with cost c(s, ui) = Cen,i

and flow f(s, ui) = fen,i, and an arc (vi, t) with cost

c(vi, t) = Cex,i and flow f(vi, t) = fex,i. For every tran-

sition Plink(xj |xi) �= 0, create an arc (vi, uj) with cost

c(vi, uj) = Ci,j and flow f(vi, uj) = fi,j . An example

of such a graph is shown in Figure 2. Eqn.10 is equivalent

to the flow conservation constraint and Eqn.11 to the cost

of flow in G. Finding optimal association hypothesis T ∗ is

equivalent to sending the flow from source s to sink t that

minimizes the cost.

The cost-flow network formulation is an intuitive repre-

sentation of multiple object tracking: each flow path can be

interpreted as an object trajectory, the amount of the flow

sent from s to t is equal to the number of object trajectories,

and the total cost of the flow on G corresponds to the log-

likelihood of the association hypothesis. The flow conser-

vation constraint guarantees that no flow paths share a com-

mon edge, and therefore no trajectories overlap. If all the

edge costs in G were positive, the min-cost flow would be

the trivial empty zero-cost flow. However, for any observa-

tion xi that is more likely to be a true detection (βi < 0.5),

the cost Ci of edge (ui, vi) is negative; this allows the op-

timal cost to become below zero by sending flows through

these negative-cost edges.

The optimal cost should be calculated over all possible

f(G), where f(G) is the amount of flow sent from source

to sink. It is known that for a given f(G), the minimal

cost can be solved for in polynomial time by a min-cost

flow algorithm[11]. The entire optimization process is de-

scribed as Algorithm 1. It can also be proven that the min-

imal cost is a convex function w.r.t f(G). Hence the enu-

meration over all possible f(G) can be replaced by a Fi-

bonacci search, which finds the global minimal cost by at

most O(log n) executions of the min-cost flow algorithm.

Let n = |X |, m be the number of edges in G, which



• Construct the graph G(V, E, C, f) from observation set X

• Start with empty flow

• WHILE ( f(G) can be augmented )

– Augment f(G) by one.

– Find the min cost flow by the algorithm of [12].

– IF ( current min cost < global optimal cost )

Store current min-cost assignment as global optimum.

• Return the global optimal flow as the best association hypothesis

Algorithm 1:Find MAP trajectories by min-cost flow.

grows linearly with n. Let K be the number of execu-

tions of the min-cost flow algorithm, which is bounded

by log(n). The running time of our method is K times

the complexity of the min-cost flow algorithm. One ef-

ficient min-cost flow algorithm is the scaling push-relabel

method proposed by Goldberg[12] (we use CS2 implemen-

tation from Andrew Goldberg’s Network Optimization Li-
brary at http://www.avglab.com/adrew/soft.html). This al-

gorithm has a worst-case running time of O(n2m log n), but

usually takes much less time on real data. We find that the

run time grows only linearly with the number of observa-

tions as shown in Section 6.4; likely because of the nature

of the network where transitions between observations are

temporally constrained.

Algorithm 1 provides a general framework for data asso-

ciation. Different from methods which either optimize each

trajectory separately or suffer from the combinatorial explo-

sion of the hypotheses space, this method is able to find the

global optimum efficiently. Next, we extend our method to

track through long-term occlusions.

4. Explicit occlusion model (EOM)

The formulation in Section 3 is capable of tracking short-

term missed detections, including those caused by occlu-

sion. However, long-term occlusions, if just treated as

missing data, cannot be handled without impairing perfor-

mance. If we allow association of observations with a large

temporal gap between them, the possibility of creating er-

rant association also increases. To effectively track through

long-term occlusions, we propose to reason explicitly about

which objects may be occluding which others by construct-

ing an Explicit Occlusion Model(EOM). The EOM gener-

ates a set of occlusion hypotheses and combines them with

the input observations by a set of occlusion constraints.

Only occlusions between tracked targets are addressed.
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Figure 3. An example of adding occluded object hypothesis and

corresponding changes in the cost-flow network:the solid rectan-

gles are input observations; the dashed-line rectangle is an oc-
cluded object hypothesis.

4.1. Occlusion hypotheses and constraints

The first step of EOM is to expand the observation set X
by adding occluded object hypothesis.

We say that observation xi is directly occludable by xj if

and only if the distance |xi − xj | and scale difference si/sj

are below certain thresholds, and define the corresponding

occluded object hypothesis as

x̃j
i = (xj , si, ai, tj) (12)

where xj and tj are the position and time step of xj , and si

and ai are the size and appearance of xi.

For every pair {xi,xj} (or {x̃k
i ,xj}) in X such that xi

(or x̃k
i ) is directly occludable by xj , generate a new oc-

cluded object hypothesis x̃j
i and add it to the observation

set X . Repeat this until no new hypotheses can be gener-

ated. The procedure of adding hypotheses is illustrated in

Figure 3.

Let X̃ be the observation set obtained by expanding the

original X as above. Note that |X̃ | ≤ |X |2 after all du-

plicate hypotheses are removed; the number of observation

does not grow exponentially. In practice, hypotheses that

are similar in appearance and size are merged by mean-shift

clustering to further reduce the size of X̃ .

In the second step of EOM, the proposed MAP formu-

lation(Eqn.11) is applied again to the set X̃ , except for two

differences: first, there is no observation likelihood term

P (x|T ) for any hypothesis x̃, i.e. P (x̃|T ) = 1; second, a

set of occlusion constraints are imposed as

f̃ j
i ≤ fj ,∀ x̃j

i ∈ X̃ (13)

where f̃ j
i is the indicator function for the hypothesis x̃j

i .

As any f can be only 0 or 1, these constraints guarantee



that an occluded object hypothesis can be used (f̃ j
i = 1) in

association only if the object that occludes it is also used

(fj = 1).

Since the objective function remains unchanged through

the extension, we can still optimize Eqn.11, subject to

Eqn.10 and the new constraint Eqn.13. We solve the EOM-

based data association by using an iterative approach built

on Algorithm 1.

4.2. An iterative solution

Algorithm 1 provides an optimal solution when objects

are not occluded. To account for occlusions, we take the tra-

jectories found by the Algorithm 1 to be true trajectories and

add hypotheses that are occluded by these true trajectories

to the network. Algorithm 1 is then applied to the expanded

network. This process is repeated to infer occlusions and

associations iteratively.

More precisely, first the original MAP formulation with

the input observation set X is solved with the Algorithm 1.

Let T ∗(X ) = {T ∗
k (X )} be the optimal association hypoth-

esis. For any observation xr ∈ ∪kT ∗
k (X ), the indicator fr

is fixed to be 1. Then occluded object hypothesis x̃r
i is gen-

erated for any xi that is directly occludable by xr. Let the

expanded observation set be X̃ = X ∪ {x̃r
i }. Because fr’s

are bound to 1, the occlusion constraints for any x̃r
i hold au-

tomatically. Therefore, instead of having a set of occlusion

constraints, we now have

fr ≥ 1,∀xr ∈ ∪kT ∗
k (X ) (14)

Eqn.14 is equivalent to a set of lower bound constraints

on the values of f(ur, vr) in the cost-flow network. Since

the min-cost flow with lower bound constraints can still be

solved by the same algorithm [12], Algorithm 1 can be ap-

plied again to solve the optimal data association on X̃ with

constraints Eqn.14. The procedure of estimating min-cost

flow and expanding observation set is repeated until conver-

gence or a preset maximum number of iteration is reached.

The approach is described as Algorithm 2 in Table 4.2. In

practice, we find that the algorithm usually achieves its op-

timal performance after two iterations.

Occlusion events can be inferred from the output of Al-

gorithm 2 when an occluded object hypothesis is used in the

solution, while a missed detection is inferred when there is

temporal discontinuity in the association. Based on this, we

can infer events of occlusion and missed detection as shown

in our results (Figure 1,4,5).

Different from previous works such as [9, 8], which

model occlusion through splitting and merging of the tra-

jectories, our method generates occlusion hypotheses ex-

plicitly to recover the observations that is missing due to

occlusions, and therefore gives a more unified approach be-

cause recovered observations are treated in the same way as

input observations.

• Let X be the input observation set

• Let lower bound constraint set L = ∅
• DO

– Solve T ∗(X ) using Algorithm 1 with constraint L
– For each xm ∈ T ∗(X )

add fm ≥ 1 to L
generate x̃m

i for any xi directly occludable by xm

– Let X ← X ∪ {x̃m
i }

• WHILE not (converged or max number of iteration reached)

• Return the final optimal flow assignment

Algorithm 2: Find MAP trajectories with occlusion reasoning.

5. Implementation details
In this section, we describe the estimation of the four

parameters βi, Pentr, Pexit and Plink in our framework. As

they are directly related to the input observations, they can

be estimated from the training data statistically. βi,Pentr

and Pexit are defined as

βi = miss detection rate of the detector (15)

Pentr = Pexit

=
number of trajectories

number of hypotheses
(16)

As the number of trajectories is data dependent, an EM ap-

proach is used to estimate Pentr and Pexit during the opti-

mization.

The model of Plink is defined to employ the information

from observations by

Plink(xj |xi) = P (sj |xi, si, Δt)P (xj |xi,Δt)
P (aj |ai)P (Δt) (17)

The terms on the right correspond to size, position, appear-

ance and time gap respectively, where conditional indepen-

dence of the other terms is assumed given time interval

Δt, except between scale and position. The position and

size terms are assumed to be normal distributions; they are

learned from training data.

For the appearance term, two RGB histograms, ai and aj

are extracted from the detection responses xi and xj respec-

tively, and P (aj |ai) is defined based on the Bhattacharyya

distance Aij , i.e.

P (aj |ai) =
N(Aij ;As, σ

2
s)

N(Aij ;As, σ2
s) + N(Aij ; Ad, σ2

d)
(18)

where N(x;As, σ
2
s) and N(x;Ad, σ

2
d) are the normal distri-

butions of Aij between the same object and different objects

respectively; they are learned from training data.



The time gap component is defined by an exponential

model based on the missing rate α of the detector as

P (Δt) =
{

Ztα
Δt−1 1 ≤ Δt ≤ ξ

0 Δt < 1 or Δt > ξ
(19)

where ξ is the maximal allowed time gap.

6. Evaluations
In this section, we show results of our method on two

datasets: the CAVIAR videos [13] and the ETH Mobile

Scene (ETHMS)[14]. Both dataset are very challenging be-

cause of the heavy occlusions and poor image contrast from

background. Our method is evaluated by its tracking per-

formance, detection performance and speed. Our method is

compared with Wu et al.’s[2] on CAVIAR, as they have re-

ported the best tracking result on the dataset. On ETHMS it

is compared with Ess et al.’s detection method[14], as it is

the only method evaluated on the dataset. The results show

good performance, with fewer false alarms and trajectory

fragments than the previous methods. Our method is also

more efficient compared to other global methods.

6.1. Experiment settings

The CAVIAR dataset includes 26 video sequences of

a walkway in a shopping center taken by a single camera

with frame size of 385 × 288 and frame rate of 25fps. The

ETHMS dataset includes 4 video sequences of street scenes

taken by a moving camera, with frame size of 640×480 and

frame rate of 15fps. Both dataset include many inter-person

occlusions in crowded scenes, with poor contrast between

objects and background. For CAVIAR, we test on 20 videos

(25587 frames total) and use the other 6 videos for training.

For ETHMS, we test on sequence #1 (999 frames) and use

the other 3 videos for training. The input observation set

is from the output files of the human detector by Wu et al.
[2]. However, we do not make use of the part-based reason-

ing proposed in [2], but take all the detection responses in

the files as our input set. People that are too small in the

images(less than 24 pixel in width) or partially out of the

scene are not counted in the evaluation.

6.2. Tracking Performance

We evaluate the tracking performance according to the

following five metrics proposed in [2]:

• mostly tracked trajectories(MT), the number of trajec-

tories that are successfully tracked for more than 80%;

• mostly lost trajectories(ML), the number of trajecto-

ries that are tracked for less than 20%;

• partially tracked trajectories(PT), the number of trajec-

tories that are tracked between 20% and 80%;

• fragmentation(FRMT), the number of times a trajec-

tory is interrupted;

• ID switches(IDS), the number of times two trajectories

switch their IDs.

The results on CAVIAR are shown in Table 1, where GT is

the number of trajectories in the ground truth.

Method GT MT PT ML FRMT IDS

Wu et al. [2] 140 106 25 9 35 17

Algorithm 1 140 104 29 7 58 7

Algorithm 2 140 120 15 5 20 15

Table 1. Comparison of the tracking results on CAVIAR dataset

Compared to the result in [2], Algorithm 1 outputs more

PT and more FRMT because it has no occlusion model,

while EOM-based Algorithm 2 connects a large portion of

the trajectory fragments to yield more MT. Some pictorial

results are given in Figure 4 to show that the EOM-based

Algorithm 2 can recover trajectories from full occlusions.

In Figure 4, Object #4 is occluded by object #5 for a long

time between frame 301 and 389, but is still tracked by Al-

gorithm 2. Result images also show our method provide

reasoning of occlusions and missed detections explicitly.

Figure 5 shows that our method can recover trajectories in

some complicated cases with many full occlusions.

6.3. Detection Performance

We compare the detection rate and false alarms of our

method with the input observation set and previous results

[2, 14] in Table 2. It shows that Algorithm 1 increases the

detection rate and reduces false alarms significantly com-

pared to the input observation set; Algorithm 2 further im-

proves the detection rate but with a slightly higher false

alarm rate. The improvement of Algorithm 2 on detection

rate is not significant because the number of fully occluded

humans in the entire test set is relatively small. Both Algo-

rithm 1 and 2 give big improvements in the false alarm rates

compared to the previous methods, while the detection rates

are similar. Because our method does not use additional

ways to fill detection gaps such as the mean-shift tracker in

[2], it can not recover a trajectory if an object is not detected

for many consecutive frames.

6.4. Speed

We have measured execution speed of the method on

some CAVIAR videos which typically have several objects

to be tracked in each frame, the trajectories are usually long

as people walk along the corridor and there are persistent

occlusions. The processing time of the object detector is

not counted here. Even though the theoretical complexity

for the min-cost flow algorithm is polynomial, we find that
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Figure 4. Detection inputs and tracking results on CAVIAR[13]: our method can remove false alarms such as in frame 301, recover missed

detection such as in frame 258, and track through heavy occlusions such as in frame 301 and 389.

Dataset Method Detection rate
False Alarm

per frame

CAVIAR Input observation set 72.8% 0.270

Wu et al. [2] 75.2% 0.281

Algorithm 1 74.3% 0.081

Algorithm 2 76.4% 0.105

ETHMS Input observation set 64.3% 1.54

Leibe et al. [2] 47% 1.5

Algorithm 1 68.3% 0.85

Algorithm 2 70.4% 0.97

Table 2. Detection and false Alarm rate on CAVIAR dataset

the complexity grows only linearly with the number of ob-

servations in Algorithm 2. In one example, there are 7000

input observations over a sequence of 3500 frames, i.e. 140

seconds, Algorithm 1 finds the global optimum in 30 sec-

onds using a 3.7GHz PC. Algorithm 2, applied to the same

data, expands the input set with 11000 occluded object hy-

potheses, and finds a solution in about 2 minutes. Hence

our method is real-time and the total time is likely to be

dominated by the detection step.

Because of the efficiency of our algorithms, we process

every video in CAVIAR dataset globally, without partition-

ing or using a sliding window as would be necessary for the

previous combinatorial algorithms. Sliding window tech-

niques may still be useful if much longer sequences are to

be processed or online results are required.

7. Conclusion

We have presented a novel data association framework

for multiple object tracking that optimizes the association

globally using all the observations from the entire sequence.

False alarms, initialization and termination of the trajectory,

and inference of occlusions is modeled intrinsically in the

method. An optimal solution is provided based on the min-

cost network flow algorithms. Though the complexity of

the algorithms is polynomial, in practice, we find them to

be highly efficient. Experiment results indicate that global

data association is helpful, especially for reducing trajec-

tory fragments and improving trajectory consistency, while

maintaining efficiency. The framework is general and can

be easily adapted to apply to tracking any class of objects

for which reasonable detectors are available.
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