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mIiise Summary
nonsaturatigng GAN [1] * Question: under what conditions can we guarantee local
77 convergence of GAN training?
147 * Negative finding: unregularized training of GANs and WGANSs
of ¢+ ¥ . ags . .
| IS not always locally convergent near the equilibrium point
_ L L1t * Positive finding: GAN training with instance noise or zero-
instance noise [4,5] zero-centered zero-centered centered gradient penalties is provably locally convergent
gradient penalties [6] gradient penalties _ :
(critical) in the realizable case ;
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